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When evaluating the performance of mass spectrometers, one needs to consider the best (or most 
meaningful) figure of merit to use; options include instrument detection limit (IDL) and signal-to-
noise ratio (SNR). In the last 15 years, vendor specifications for SNR have increased from 10:1 to 
greater than 100,000:1. Does that accurately reflect improvements in mass spectrometers? Although 
there have been many significant changes, the change in SNR specifications has been far greater 
than the corresponding change in method detection limits (MDL). Under appropriate conditions, 
SNR is a meaningful standard, but the value of any SNR must be evaluated in context of the chroma-
tography and sample. Factors influencing the validity of vendor SNR specifications are reviewed, and 
the statistical alternative of IDL is presented as a replacement that is more consistent with regulatory 
guidelines and a more relevant indicator of instrument performance.

What’s the Most Meaningful 
Standard for Mass Spectrometry: 
Instrument Detection Limit or 
Signal-to-Noise Ratio?

T om O’Haver said, “The quality of a signal is often 
expressed quantitatively as the signal-to-noise 
ratio (SNR or S/N) which is the ratio of the true 

signal amplitude ([for example,] the average amplitude 
or the peak height) to the standard deviation of the 
noise. Signal-to-noise ratio is inversely proportional 
to the relative standard deviation of the signal ampli-
tude” (1). In the chromatographic separation of complex 
matrices, the definition of noise expands to the sum 

of noise of the instrument processes plus the chemical 
noise related to the sample matrix. So-called “chemical 
noise” (2) enters into the calculation because of inad-
equate resolution of the chromatography or inadequate 
selectivity of the mass spectrometry (MS).

In the analysis of real samples by MS, chemical noise 
is typically the largest noise component (3), but this does 
not hold true for a sample that involves a single analyte 
in a pure solvent (where chemical noise approaches 



zero) as typically used for an instal-
lation SNR test. This disconnect 
between SNR for a routine method 
and SNR for an installation test has 
increased significantly over the last 
decade and led to vendor SNR sen-
sitivity specifications that do not 
actually represent the instrument’s 
routine performance. This is not to 
suggest that recent improvements 
in instrument performance are not 
real. These improvements are real, 
but there are aspects of installation 
SNR that do not accurately rep-
resent the value of these improve-
ments for routine analyses. When 
the SNR specification increases by 
a factor greater than 100, but the 
laboratory methods’ performance 
only increases by a factor of two, a 
metric other than SNR is needed to 
confirm performance. There are ex-
planations for this type of discrep-
ancy, but they do not eliminate the 
discrepancy. To restore meaningful 
comparisons for modern mass spec-
trometers, it is now time to supple-
ment or even replace classical SNR 
specifications with a more reliable 
and meaningful metric.

Sensitivity
How do you define sensitivity? 
That’s a critical and fundamentally 
simple question, and there must be 
agreement in the definition to suc-
cessfully address the question of in-
strument performance. The Inter-
national Union of Pure and Applied 
Chemistry (IUPAC) provides a sin-
gle definition (4): sensitivity is the 
slope of the calibration curve (plot 
of signal versus amount or concen-
tration of analyte) (Figure 1). Thus, 
high sensitivity is ideal, since that 
provides a high enough signal for 
even a small amount or concentra-
tion. That definition may be well es-
tablished in an analytical chemistry 
course, but many analysts using MS 
today may incorrectly equate sensi-
tivity with the minimum amount of 
analyte that can be detected (4), that 

Figure 1: IUPAC defines sensitivity as the slope of the calibration curve (plot of signal versus 
amount or concentration of analyte).
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is, the limit of detection (LOD, see 
below). Thus, an individual might 
say they have a “sensitivity of a pi-
cogram” or something similar. They 
mean that the system is sensitive 
enough to detect a picogram, but 
they’re really referring to LOD. In-
deed, by this definition, they would 
want low sensitivity (that is, to be 
able to detect 1 pg rather than 100 
pg). Here, we discount this incor-
rect meaning for sensitivity, and 
focus instead on the correct IUPAC 
definition in which sensitivity is the 
slope of the calibration curve.

For MS, increased sensitivity is 
directly related to an absolute in-
crease in the ion count (S = signal) 
because of more efficient ionization, 
ion transmission, and ion detection. 
For chromatography-based MS 
systems, the net benefits are taller 
peaks (signal) across the calibra-
tion range and improved precision 
(percent relative standard deviation 
[%RSD]) that extends the lower end 

of the calibration range (5). This 
definition might seem unambigu-
ous, but the observed sensitivity can 
be influenced by factors beyond in-
creased ion count. Increasingly the 
voltage on the electron multiplier 
(EM) will apparently increase the 
slope, but this is merely amplifica-
tion of the signal (and the noise), 
not higher ion count. Whenever 
sensitivity is evaluated, it must not 
be compromised by instrument set-
tings like EM gain.

Limit of Detection
For analysis of real samples, a bet-
ter metric is LOD (3). The LOD can 
be defined as the smallest amount 
(or concentration) of analyte that 
can be detected with an acceptable 
SNR (typically 3). SNR, and there-
fore LOD, is a relative measure-
ment. LOD can decrease because 
the signal has increased, the noise 
has been reduced, or a combination 
of increased signal and decreased 



noise. LOD can decrease even if 
there are fewer ions (S) produced, 
transmitted, and detected as long 
as the noise (N) has decreased by a 
larger percentage. Under these cir-
cumstances LOD decreases (higher 
calculated SNR) while sensitivity 
decreases (lower signal). As such, 

the goal of increased ion count and 
improved precision may be missed 
by calculated SNR.

The fundamental difference be-
tween sensitivity and limit of detec-
tion is illustrated in a comparison of 
MS and tandem MS (MS-MS) (2,6). 
MS-MS reduces chemical noise, in-

creasing SNR in the analysis of real 
samples, and thereby decreasing 
LODs. Over the last two decades, 
the statement that “MS-MS is more 
sensitive than MS” has been made 
in many presentations and included 
in many articles. But is this true? In 
the MS-MS process, the ion count 
for any product ion (MS-MS mode) 
is always less than the ion count of 
the precursor ion (in MS mode). 
The MS-MS product ion count is 
lower because of the dissociation 
of a single precursor ion into mul-
tiple product ions and transmission 
losses through multiple stages of the 
MS. Thus, the sensitivity of MS-MS 
is always lower than that of MS.

If the primary benefit of MS-MS 
is not increased signal (that is, 
higher sensitivity), why is MS-MS 
so widely accepted for trace analy-
sis? The primary benefit is reduced 
chemical noise because of the se-
lectivity of the MS-MS process. A 
matrix ion that yields an isobaric 
interference with the analyte pre-
cursor ion has a lower probability 
of also yielding the same MS-MS 
product ions as the analyte’s prod-
uct ions; furthermore, the MS-MS 
product ion is measured against an 
ultralow noise background that was 
swept clean of other interfering ions 
through the isolation step of the first 
analyzer. MS-MS reduces or elimi-
nates sources of chemical noise and 
yields baselines that are much flat-
ter and quieter than MS. For many 
MS-MS applications, the decrease 
in baseline noise is much greater 
than the decrease in signal. Even 
though the peak intensity (S) is less, 
it is easier to integrate that smaller 
peak against the quiet, flat baseline. 
The result is improved (lower) LODs 
for the MS-MS process despite de-
creased (lower) sensitivity.

Ensuring a Meaningful  
Standard for Signal-to-Noise Ratio
Is it possible to ensure a meaningful 
standard for SNR? This is another 

Figure 3: One data file with SNR calculated with three different noise regions produced a factor 
of 5.5× difference even though there was no change in sensitivity (slope of response; ion count).
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Figure 2: European Pharmacopoeia 6.2 definition of background noise as related to the width 
of the chromatographic peak. H is measured from midpoint of baseline immediately before and 
after peak (not the midpoint of h).
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important question, and a question 
that has been addressed by numer-
ous regulatory agencies. The US 
Environmental Protection Agency 
(EPA) in Analytical Detection Limit 
Guidance states, “Samples spiked in 
the appropriate range for an MDL 
determination typically has a SNR 
in the range of 2.5 to 10” (7). The 
European Medicines Agency (EMA) 
similarly states, “A SNR between 3 
or 2:1 is generally considered accept-
able for estimating detection limit” 
(8).

The EPA guidelines go on to 
state, “If the signal-to-noise ratio is 
greater than 10, the spike concen-
tration is usually too high, and the 
calculated MDL is not necessarily 
representative of the LOD.” Vendor 
SNR specifications of 1000, 10,000, 
and 100,000 clearly violate these 
guidelines. Rather than decrease the 
concentration of the test standard to 
follow EPA guidelines, the amount 
injected has remained constant and 
SNRs have increased to extremely 
high values that would never be ac-
cepted by the EMA, EPA, or many 
other regulatory agencies. In sum-
mary, vendor SNR specifications no 
longer follow acceptable analytical 
guidelines.

But a recommended guideline 
such as SNR < 10:1 for the standard 
or sample to be acceptable is only 
part of this issue. A meaningful 
SNR also requires standardization 
of the method conditions. In the 
1980s and early 1990s, every gas 
chromatography–mass spectrom-
etry (GC–MS) vendor specified the 
mass range, data rate, and GC peak 
width at half height (W½) for the 
SNR specification. Today’s vendor 
SNR specifications lack these details 
which, in turn, create ambiguity in 
the height of the chromatographic 
peak (S) for a given amount injected 
on column. A narrow, taller peak 
from a shorter column or faster tem-
perature ramp appears to improve 
MS sensitivity even though there is 

no increase in MS ion count. Valid 
comparisons are impossible with so 
many undocumented parameters.

Good guidelines for baseline 
noise do exist. For example, the 
European Pharmacopoeia (EP) in-
cludes detailed requirements for 
the width of the baseline noise as 
compared to the width of the chro-
matographic peak. Following this 
guideline, the noise region should 
be measured across a time window 
that is 20 times wider than the peak 
width at half height (W½) (Figure 
2). For a peak with a 2-s W½, the 
noise window should be 40 s (9,10). 
The US Pharmacopeial Convention 
(USP) 37 standard defines it as fol-
lows:

S/N = 2h/hn 			   [1]

where h is the height of the chro-
matographic peak and hn is the 
difference between the largest and 
smallest noise values observed over 
a distance equal to at least five times 
the W½ equally spaced before and 
after the peak (11). The EP and USP 
guidelines describe reasonable sam-
pling of the baseline, but no vendor 
follows these guidelines for the SNR 
specification. In fact, most MS ven-
dors use a noise region as narrow as 
5 s and independent of chromato-
graphic peak width. For a 2-s W½, 
a 5-s noise window would be eight 
times shorter than the EP guideline 
and two times shorter than the USP 
guideline.

Other regulations provide guid-
ance on the position of the noise 
measurement. For example, the 
ACS committee on environmental 
improvement stated, “peak to peak 
noise (sdsignal = sdnoise) measured 
on the baseline close to the actual 
or expected analyte peak” (12). Ven-
dor specifications do not adhere to 
these recommendations and have 
implemented software algorithms 
that automatically search the entire 
available baseline to find the low-

est possible noise in any part of the 
baseline—perhaps quite far from 
the test compound peak. As a re-
sult, the reported noise is often not 
representative of the typical baseline 
noise, and the SNR is inflated by the 
autoselected, lowest possible noise 
(Figure 3).

How Noisy Is the Noise?
Aside from selectivity improve-
ments that reduce chemical noise 
from the sample matrix, the mag-
nitude of instrument noise has been 
lowered by numerous changes to the 
chromatography and MS instru-
mental components. GC–MS neu-
tral noise generated by metastable 
helium atoms reaching the vicin-
ity of the detector is an excellent 
example for significance of these 
changes. Three decades ago, neu-
tral noise was buried under other 
noise from column bleed, electron-
ics, and diffusion pump oil. As a 
result, GC–MS descriptions never 
mentioned neutral noise. With the 
advent of ultralow-bleed columns, 
clean vacuum, and highly selective 
MS-MS configurations, neutral 
noise became a highly visible noise 
component that could no longer be 
ignored, especially during installa-
tion tests of ultraclean, new systems. 
All vendors responded with designs 
such as moving the detector off axis 
from the ion source that reduce this 
source of noise in electron ioniza-
tion (EI) systems.

SNR has been increased by the 
elimination of neutral noise, even 
though the signal did not increase. 
Installation specifications appear 
improved, but what was the real 
value for routine applications? For 
GC–MS in selected ion monitoring 
(SIM) or scan mode, some benefit 
might be realized for very simple 
matrices such as air or drinking 
water, but more complex matrices 
typically generate enough chemi-
cal noise to overwhelm the less in-
tense neutral noise. SNR for com-



plex matrices did not increase. For 
GC–MS-MS, the benefit is greater 
since a large component of chemi-
cal noise is eliminated by MS-MS, 
but high volume analysis of food 
commodities, biological fluids, and 

complex environmental samples 
will often generate chemical noise 
much greater than that measured at 
installation checkout. SNR for these 
complex samples may not increase.

The elimination of neutral noise 

has definitely increased SNR EI 
installation specifications, but it is 
even more misleading to compare 
the installation specification to 
SNR during routine analysis. With 
the additional selectivity of MS-MS 
or high-resolution MS, the noise 
of a new system draws even closer 
to zero. Under installation condi-
tions, the SNR can be remarkably 
high, but that high SNR may never 
be reproduced on real samples with 
multiple sources of noise from the 
matrix, buffers, gases, septa, and 
aging columns.

A Computer’s View of MS Noise
With the disappearance of strip 
chart recorders and rulers from the 
modern MS laboratory, the mea-
surement of signal and noise has 
been relegated to the PC worksta-
tion with the expectation of a bet-
ter, more consistent determination. 
Under PC control, the relevance of 
vendor SNR specification has been 
further impacted by the mathemati-
cal treatment of the noise before vi-
sualization in the plot and calcula-
tion of SNR.

Baseline noise at installation is 
fundamentally very quiet and stable, 
but digital filtering by high perfor-
mance embedded processors is able 
to massage noise to values approach-
ing zero. As a result, the calculated 
SNR increases to very high values 
even though the MS ion count may 
be low. Digitally smoothed plots 
look increasingly impressive (Figure 
4), but the appearance may disguise 
poor analytical sensitivity. Replicate 
injections (%RSD) are required to 
identify imprecision generated by 
low ion count and inferior sensitiv-
ity.

Is IDL a Better Standard than 
SNR?
It is probably fair to say that no 
standard is perfect; however, most 
scientists would quickly agree that 
a statistical approach is always pre-

Figure 5: (a) Equation for IDL calculation adapted from EPA MDL calcuation. (b) Example of 
IDL applied to eight consecutive injections of an octafluoronaphthalene standard. In (a), IDL 
= instrument detection limit (inject standard; no sample preparation), t(n-1,1-α=0.99) = the 
Students’ t value appropriate for a 99% confidence level and a standard deviation estimate with 
n-1 degrees of freedom, and S = % standard deviation of the replicate analyses.

(a)

IDL = t (n − 1,1 − α = 0.99) * (S)/100 * amount injected
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a food commodity prepared with QuEChERS; the bottom plot shows a greater than 1000× 
improvement in SNR after advanced digital processing (no change in MS signal).

0.12

0.10

0.08

0.06

0.04

0.02

0.00

0.12

0.10

0.08

0.06

0.04

0.02

0.00

0 50 100 150

(a)

(b)
200 250 300

0 50 100 150 200 250

Experimental data points
Fitted Gaussian

300



ferred. Vendor SNR specifications 
have typically been based on a sin-
gle injection that passes a prescribed 
value, but a single injection is clearly 
not a good statistical model. Most 
scientists would also agree that any 
decision based on a single sample 
has questionable validity, especially 
when the imprecision of the method 
is unknown.

As with SNR parameters, it is 
probably best to place this decision 
in the hands of the regulatory agen-
cies. Both the EPA and EMA suggest 
a statistical alternative to SNR. For 
the EMA, subsection 6.3 states that 
the detection limit can be calculated 
based on standard deviation of re-
sponse (8). For the US EPA, title 40 
Protection of the Environment Part 
136, states that a method for calcu-
lating MDL is also based upon stan-
dard deviation calculated on repli-
cate analyses (13). This guideline has 
been a fundamental component of 
US EPA methods for several decades.

In 2010, Agilent Technologies 
adopted the US EPA’s statistical ap-
proach for MDL as the foundation 
for a new instrument detection limit 
(IDL) specification (Figures 5a and 
5b). The term instrument was sub-
stituted for method since the mea-
surement uses a simple standard 
rather than following a complete 
method with sample preparation 
and other steps.

Fol lowing stat ist ica l guide-
lines, the amount injected into the 
chromatographic system is ideally 
within a factor of 5 of the calculated 
IDL (Figure 6). Injections of larger 
amount of test compound must be 
avoided since this compromises the 
significance of the precision and the 
IDL calculation. For good statistics, 
the number of replicate injections 
should be at least 7, although 8 to 
10 is preferred. The parallel between 
IDL at installation and MDL for 
routine laboratory analyses simply 
makes sense as an appropriate com-
parison. The comparison of IDL and 

MDL also eliminates the confusion 
created when the signal is divided 
by baseline noise that has been mas-
saged and manipulated to the lowest 
possible value (14).

Vendor Comments about SNR
In the selection process for the pur-
chase of a MS system, SNR has been 
given a significant position which, 
in turn, has placed greater pressure 
on vendors to publish the highest 
possible SNR specification. But what 
have other MS vendors actually said 
about the validity of SNR measure-
ments?

Sciex has taken a clearly established 
position for several years. A technical 
note entitled “Defining Lower Limits 
of Quantitation” states (15) 

The LOD (limit of detection) 
and the LOQ (limit of quan-
titation) are often defined 
as the concentrations which 
yield a measure peak with 
S/N of 3 and 10, respectively. 
However, as will be described, 
this method can be misleading 
and should not be used when 
evaluating instrument perfor-
mance, and should particu-
larly be avoided when com-

paring one instrument model 
to another.  

The note goes on to say (15): 

A more practical and statisti-
cally correct way to define the 
LOQ is the lowest concentra-
tion where the relative uncer-
tainty on a single measure-
ment is reproducible within 
+/-20%. In this definition of 
LOQ, S/N and peak height are 
still important parameters to 
consider but are not sufficient 
to fully define it. Determining 
the LOQ of a method for an 
analyte, based on a statistical 
estimate of uncertainty, re-
quires many injections to ac-
curately characterize the sys-
tems response to an analyte 
and to estimate uncertainty. 

T h e  w o r d s  “m i s l e a d i n g ,” 
“avoided,” and “statistically” are 
keywords in this statement. Gary 
Impey, the Director of Pharma 
Quant & Drug Metabolism at Sciex, 
noted that SNR is only a guideline 
for analysts to understand where 
their LODs and LOQs might be, and 
that end users need to clearly deter-

Figure 6: IDL is only valid if the amount injected is within a factor of 5× of the LOD.
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mine what the LOQ is and provide 
statistical data to prove it (16).

Similar statements from other 
vendors can be gleaned from the 
internet. Cautions about the valid-
ity of SNR specifications and regula-
tory-based guidelines for SNR mea-
surements are clearly established by 
the collective response of Agilent, 
Sciex, Shimadzu, Waters, and oth-
ers. The validity of the selection 
process and benefit to the end user 
will be increased by the replacement 
of SNR with a statistical standard 
such as IDL.

Monitoring Declining Response  
with IDL—Not with SNR
Because SNR is a relative measure-
ment, it may actually disguise declin-
ing response because of contamina-
tion of the source or problems in the 
mass analyzer. Ideally, an operator 
should be confident that MS response 
is stable and adequate, but SNR may 
not provide the confirmation that is 
needed. For both MDL and IDL, pre-
cision of response is always inversely 
proportional to the magnitude of the 
MS signal and MS ion count. Dete-
rioration in the signal will result in 
worse precision, and in turn, worse 
IDL. Although IDL (at installation) 
and MDL (during routine use) will 
require more time to analyze mul-
tiple injections, they are both better 
ways to demonstrate that the mass 
spectrometer is optimally produc-
ing ions in the source and optimally 
transmitting ions through the mass 
analyzer—eliminating the ambiguity 
of SNR. Performance problems can 
be identified sooner and with greater 
confidence.

Conclusions
The amazing progress of MS tech-
nology has produced high perfor-
mance systems that definitely need 
new and better metrics for evalu-
ating instrument performance. 
SNR can still be used to confirm 
method performance when there 

is sufficient, representative noise 
in the baseline. However, in the 
highly selective, ultralow noise, 
digitally filtered world of modern 
mass spectrometry, SNR alone may 
provide misleading and inadequate 
information about system perfor-
mance. SNR pass criteria at instal-
lation may be the result of a single, 
random capture of a very quiet sec-
tion of baseline followed by sophis-
ticated digital smoothing that is not 
representative of any other sample 
injected into the system. To ensure 
the mass spectrometer is delivering 
an optimal ion count and sensitiv-
ity, a statistical method such as IDL 
using sample concentrations ap-
proaching the detection limit is es-
sential to an accurate evaluation of 
performance. IDL tests will extend 
the installation process, but it will 
also increase confidence in the suc-
cess of the installation and better 
represent the typical performance 
of the mass spectrometer.
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